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Abstract. Depression is a frequent mental disorder. It is estimated that
it affects more than 300 million people in the world. In this investiga-
tion, a motor activity database was used, from which the readings of 55
patients (32 control patients and 23 patients with the condition) were
selected, during one week in one minute intervals, obtaining a total of
385 observations (participants) and 1440 characteristics (time intervals)
from which the most representative one minute intervals were extracted
applying genetic algorithms that reduced the number of data to process,
with this strategy it is guaranteed that the most representative genes
(characteristics) in the chromosome population is included in a single
machine learning model of which applied deep neural nets and neural
nets with the aim of creating a comparative between the models gener-
ated and determining which model offers better performance to detecting
episodes of depression. The deep neural networks obtained the best per-
formance with 0.8086 which is equivalent to 80.86 % of precision, this
deep neural network was trained with 270 of the participants which is
equivalent to 70 % of the observations and was tested with 30 % Remain-
ing data which is equal to 115 participants of which 53 were diagnosed
as healthy and 40 with depression correctly. Based on these results, it
can be concluded that the implementation of these models in smart de-
vices or in some assisted diagnostic tool, it is possible to perform the
automated detection of episodes of depression reliably.

Keywords: Depression · Motor activity · Deep neural nets · Depresjon
dataset · Machine learning.

? The dataset was originally collected for the study of
motor activity in schizophrenia and major depression
https://bmcresnotes.biomedcentral.com/articles/10.1186/1756-0500-3-149.
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1 Introduction

Mental health encompasses a wide range of activities directly or indirectly re-
lated to the component of mental well-being included in the WHO definition of
health: a state of complete physical, mental and social well-being, and not only
the absence of affections or diseases. Depression is a frequent mental disorder,
characterized by the presence of sadness, loss of interest or pleasure, feelings of
guilt or lack of self-esteem, sleep or appetite disorders, feeling tired and lack
of concentration. Depression can become chronic or recurrent and significantly
impair performance at work or school and the ability to cope with daily life. In
its most serious form, it can lead to suicide.If it is mild, it can be treated without
the need for medication and professional psychotherapy. Around 800,000 people
commit suicide each year, and suicide is the second leading cause of death among
people ages 15 to 29 [16].

Depression generally begins at an early age, substantially reduces the func-
tioning of people, is a recurring condition and has significant economic and social
costs, which is why depression is at the top of the list of disabling diseases and
has become a priority objective of attention worldwide [2].

Mental disorders such as depression is associated with disrupted biological
rhythms caused by environmental disturbances such as seasonal change in day-
light, disruption of social rhythms due, for example, to work shifts or long trips;
in addition to being related to lifestyles associated with unconscious daytime
rhythms with the natural cycle of daylight. The appearance of depressive symp-
toms is also related to physical health problems, medical side effects, life events
and social factors, in addition to alcohol and substance abuse, and these factors
could also cause symptoms of depression in all humans. The overall prevalence
of depression in life is approximately 15%, but the incidence of episodes with a
level of severity that does not meet the requirements for a depressive diagnosis
is much more frequent [8].

Unfortunately, the current psychiatric evaluation method requires a great
effort on the part of physicians to gather complete information about patients.
Furthermore, it is highly dependent on patients’ efforts to cooperate in com-
municating their symptoms and problems. Therefore, an objective signal-based,
biological and behavioral detection mechanism is needed to improve the current
diagnostic method [11].

Research papers address different approaches and certain supervised machine
learning techniques that use motor activity as a source of information to create
models capable of detecting episodes of depression, as well as methods that
have been used for the development of classification models such as the case of
genetic algorithms, which are search procedures that are based on the principle
of evolution of natural selection, emulating this process using mechanisms such
as the survival of the subset of more effective variables, mutation and crossing
to improve combinations.

The methods of classification and detection of depression using machine
learning tools are widely used for the study of different mental disorders, as
well as systems capable of giving an approximate diagnosis about whether a
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person suffers from a mental disorder that today turns out to be a very useful
tool for the prevention of this type of disease such as depression and that due to
the delicacy with which these conditions are treated it is essential to know how
to deal with these types of conditions. Based on this description, the present
study aims to analyze, extract and process motor activity readings using deep
neural net (DNN), artificial neural net (ANN) and genetic algorithms (GA) of
patients with depression (condition) and without depression (control) to finally
present a comparative based on precision, area under the curve and F1-Score of
Two different machine learning approaches (DNN and ANN) and determine the
model with the best performance.

2 Related Work

Because depression is the leading cause of disability and is worst-case scenario
can lead to suicide, there are effective treatments to treat it. There are sev-
eral works that have been developed in order to measure the level of depression
and thus prevent it from reaching a serious state, even so, there are obstacles
to effective care such as lack of resources, trained health personnel, stigmatiza-
tion of mental disorders and inaccurate evaluation.Although effective treatment
of depressed patients requires regular follow-up and monitoring, some research
proposes new ways to treat depression.

In the work of Frogner et al [6]. A machine learning approach to detecting de-
pression is presented using a data set with records of motor activity from a group
of people with depression and a group without, that is, the condition group in-
cludes 23 unipolar and bipolar people, and the group control includes 32 people
without depression. Using convolutional neural networks to classify depressed
and non-depressed patients. In addition, different levels of depression were clas-
sified. Finally, a model was formed that predicts the Montgomery-Asberg de-
pression scale scores. It could be concluded that detection of depression using
activity data is definitely possible within a clinical setting.

Also Garćıa-Ceja et al [8]. presented their work on the classification of depres-
sion based on motor activity in unipolar / bipolar patients. They applied machine
learning to classify depressed and non-depressed participants using techniques
such as Random Forest and Deep Neural Networks. The main contribution is to
better understand the association between depression and motor activity. The
conclusions of this work follow that the reproducibility and comparability of the
results is an important factor of high quality research. This article presents a
set of data in the field of depression analysis that allows for reproducibility and
comparability, which makes it unique in the field of computing and psychology.

Farholt-Jepsen et al. [5] I present an association-type study on bipolar disor-
der. The participants were 29 bipolar patients, from where the authors collected
various actions from the patients’ smartphones, such as daily use, the number of
incoming calls and the number of text messages sent or received, and they were
able to conclude that the objective data generated Automatically on aspects of
behavioral activities collected with smartphones reflect the level of depressive
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and manic symptoms and discriminate between categories. Furthermore, these
automatically generated objective data can be used to detect disease activity in
patients with moderate to severe levels of depressive and manic symptoms.

On the other hand, Zanella-Calzada et al. [18] proposes a method to de-
tect depressive states through the motor activity of the patients, using data
from an intelligent band, applying an approach of extraction of characteristics
of the activity developed by the patients, which will allow timely diagnosis and
treatment, the proposals in this investigation, based on the information of the
physical activity of the patients, taking into account that the depressed subjects
are more likely to have motor movement than the healthy patients. The deep-
ening of these aspects can contribute to the prevention of this psychopathology,
as well as to the development of effective treatments, therefore, the main benefit
presented in this study is a preliminary tool that can support the diagnosis of
specialists. Know if a patient has depression based on the level of activity he
has in a full day through the automatic diagnosis of the subjects obtained by
sending this information to the model developed in this work, relating total mo-
tor activity with the presence or absence of depression , which according to the
presented results have a significantly high precision, which allows reducing false
positives and false negatives in the detection of this condition, thus improving
the diagnosis of this disease.

In the research work of Rodŕıguez-Ruiz et al. [13] a data extraction process
is performed for classified depressive episodes using data collected overnight,
day, and full 24 hours. Comparison between the classification using different
data collected over time gives a better picture of the disease and the behavior
of the patients with the diagnosis. According to the results obtained, it can be
seen that, from the selection of characteristics, the best set of characteristics
selected is obtained from the data corresponding to the night period, since the
best precision is calculated when classifying subjects with these characteristics
using the activity levels presented during the night, which are generally related
to subjects with depression.

Berle et al. [3] proposed to study the complexity of motor activity pat-
terns in these patients by using actigraphy and concluded that motor activity
was significantly reduced in both schizophrenic and depressed patients.However,
schizophrenic patients differed from both depressed and control patients, demon-
strating patterns of motor activity marked by less complexity and more struc-
tured behavior. These findings may indicate that abnormalities in motor activ-
ity reflect different pathophysiological mechanisms in schizophrenia compared to
major depression.

Finally, Galván-Tejada et al. [7] studies the signal generated by a smart band
accelerometer to detect depressive states through the activity of patients and
propose an extraction of characteristics (using the temporal and spectral evolu-
tion of the signal), as well as an intelligent selection of characteristics based on
a genetic algorithm approach to minimize the data necessary to identify these
depressive states that allow a non-invasive diagnosis in near real time. The re-
sults obtained in this research demonstrate that the statistical characteristics
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extracted show that the information they contain provides a description of the
main characteristics of the patient’s full-day activity, which allows differentiation
between depressed and non-depressed subjects, thus having a model of classifi-
cation with a reduced number of features allowing a lower computational cost,
which facilitates access to it, since it does not require specialized software or
hardware for its implementation. Another of the main benefits demonstrated in
this work is the high precision values obtained through a simple methodology
that uses a single data source.

3 Materials and Methods

The methodology and materials used to carry out a comparison between neural
nets and deep neural nets in this investigation are presented in the following sub-
sections. Findings obtained following this approach allow defining which artificial
intelligence tool is suitable for the detection of depression.

3.1 Materials

Depresjon dataset is a collection of data that contains the motor activity of pa-
tients monitored with an actigraph watch held on the right wrist. The actigraph
watch is called “Actiwatch” (model AW4), developed by Cambridge Neurotech-
nology Ltd, England. The Actiwatch measures activity levels, and the sampling
frequency is 32 Hz, recording movements over 0.05 g. Movements equal a cor-
responding voltage, which is stored as an activity count in the memory of the
Actiwatch, and the number of counts is proportional to the intensity of the
movement. Total activity counts were continuously recorded in one minute in-
tervals.The activity counts were recorded in intervals of one minute.

This dataset consists of actigraphy data collected from 23 unipolar and bipo-
lar depressed patients (condition group). Five subjects were hospitalized during
their data collection period, and 18 were outpatients. In addition, the dataset
contains actigraphy data from 32 non-depressed contributors (control group),
consisting of 23 hospital employees, 5 students and 4 former patients without
current psychiatric symptoms.

The database contains the data for the controls (absence of depression, 32
subjects) and for the cases (presence of depression, 23 subjects). The features
collected for each subject were divided in two categories, actigraph data recorded
over time and Montgomery Asberg Depression Rating Scale (MADRS) scores.
The data collected over time include the features “timestamp” (one minute in-
tervals), “date” (date of measurement), and “activity” (activity measurement
from the actigraph watch) [8].

For this work only the features over time were used.

3.2 Data Preprocessing

Data preprocessing can often have a significant impact on generalization per-
formance of a machine learning algorithm. Eliminating instances of noise is one
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of the most difficult problems in machine learning. Deleted instances typically
have excessively skewed instances that have too many null entity values. These
excessively deviant characteristics are also known as outliers. Also, a common
approach to coping with the inability to learn from very large data sets is to
select a single sample from the large data set. Data mismanagement is another
problem often addressed in data preparation steps [12].

In this part, preprocessing consists of three main steps to avoid performance
problems, these are: select participants’ recorded motor activity for a period of
one week at one-minute intervals, reorder them to identify the number of obser-
vations as a relationship between participant-day, with their respective registered
data.

This means that there is a column (C) of each participant with a time range
from 00:00 to 23:59 (one day), each minute with its respective record of motor
activity, this column is transposed and adds to first row of an A matrix with
its respective output 0 or 1 depending on dataset where the information was
extracted (control / condition), successively same applies for subsequent days
and participants until completing a week of information, taking as A matrix
result A = [385 X 1441] including its output, as explained below.

Given columns of participant 1 on days 1,2,3,4,5,6,7 we have C11, C12, C13,
C14, C15, C16, C17, where each hour contains 60 minutes that multiplied by 24,
which is number of hours a day has, a column of 1440 rows is obtained that
is equivalent to the minutes of a day, each one with a record of motor activity
given in volts (v). This is represented as follows:

These columns are transposed to become a vector (V) where each one-minute
interval corresponds to a characteristic and each vector is added to the rows of
a matrix A.
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For verification of empty fields, missmap function is used, found inside of
Amelia Library that helps to graphically visualize empty fields in a data set that
could cause problems when analyzing and processing information [9].

Finally, standardizing raw input data has a great effect on preparing the
information to be suitable for training. Without this standardization, training
machine learning models would have been very slow.There are many types of
data normalization. It can be used to scale data in the same range of values
for each input feature to minimize bias within the model from one feature to
another. Data normalization can also speed up training time for each function
within same scale. It is especially useful for modeling applications where the
inputs are generally at very different scales. Mean and standard deviation are
calculated for each characteristic [10]. The transformation occurs in equation 1.

zi =
xi − x̄

σ
(1)

Using statistical normalization avoids outlier problems as it handles outliers,
but does not produce normalized data with the exact same scale

3.3 Feature extraction

In the extraction of characteristics obtain most relevant one minute intervals of
selected set in data’s preprocessing for classification of patients is in part for
avoid over fitting during analysis, reduce redundancy, recover significant latent
characteristics, generate greater understanding in the data generation process,
as well as improve its performance, by reducing characteristics.

In this step, GALGO, which is a generic software package that uses genetic
algorithms (GA) to solve optimization problems involving selection of a subset
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of variables, makes a schematic representation of a selection of variables of two
classes (0 - control and 1 - condition), which implies combination of genes with
which we are working (chromosomes that represent multivariate model) that
allows us to distinguish between classes in a function of a classification method,
where there are a series of models that perform this processing multiple times,
with different combinations.

In this investigation, each minute is considered as a characteristic or gene
for process of evolution and genetics of GA, this means that from two classes of
samples (condition and control) it searches and evolves, combining genes (chro-
mosomes that represent a multivariate model) that distinguish between classes.

The scheme for extraction of characteristics using genetic algorithms to gen-
erate a detection model for patients with depression is shown in Figure 1.

Fig. 1. Diagram process of the genetic algorithms to extraction most important char-
acteristics for classification of patients with depression using logistic regression.

3.4 Neural nets description

As part of the analysis of comparison between artificial neural net and deep
neural net, it is proposed to generate a binary classification model with two
possible classes of output, participant with an episode of depression or condition
(1) and a healthy or control participant (0).

Artificial neural nets are inspired by the hypothesis of functioning of the
brain, they are connected to units or nodes through directed links. A link from
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unit i to unit j serves to propagate activation ai from i to j. Each link has
a numerical weight wi,j associated with it, which determines the strength and
sign of connection. Like linear regression models, each unit has a dummy input
a0 = 1 with an associated weight, w0,j .Each unit j first computes sum of its
inputs through Equation 3.

inj =

n∑
i=0

wi,jai (2)

Then, activation function g is applied to this sum to obtain the output, as
shown in Equation 4.

aj = g(inj) = g(

n∑
i=0

wi,jai) (3)

Artificial neural net (ANN) are generally arranged in layers, of which each
unit can receive inputs only from units found in previous layer or can be fed
back, depending type of RNA. This layers that are in between in the ANN are
called hidden layers. In a multilayer ANN with multiple outputs m, error vector
in the output layer can be described as y − hw(x), where y is expected output
and hw(x) is calculated output; however, error in hidden layers becomes complex
to calculate because training data does not allow us to know what value hidden
nodes should have. This problem is resolved with backpropagation, where error
can be propagated from output layer to hidden layers. This process emerges
directly from derivation of general error gradient.

In output layer, the rule for updating weights to minimize error is calculated
with Equation 5.

wi = wi + α(y − hw(x)) × hw(x)(1 − hw(x)) × xi (4)

Having multiple output units, Errk is the component kth of error vector
y − hw, and modified error vector is ∆k = Errk × g′(ink), so the weight update
rule becomes in Equation 6.

wj,k = wj,k + α× aj ×∆k (5)

To update connections between the input units and hidden units, it is nec-
essary to define an analogous quantity at end of error for output nodes. This
quantity is defined with the error propagated backwards, where hidden node j
is responsible for a fraction of error ∆k of each output node to which it is con-
nected. ∆k values are divided according to strength of the connection between
hidden node and output node and are propagated backwards to provide ∆j val-
ues of the hidden layer. Propagation rule for values ∆ is calculated in Equation
7.

∆j = g′(inj)
∑
k

wj,k∆k (6)
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Now the rule for updating weights between inputs and hidden layer becomes the
same as updating rule for output layer, and is calculated with Equation 8 [14].

wi,j = wi,j + α× ai ×∆j (7)

For this work, a deep neural nets was created with a empirically approached
composed of 4 hidden layers where the first contains 6 perceptrons, second 5
perceptrons, third 4 and fourth layer 3 perceptrons each with a sigmoid activation
function. First layer known as input layer is made up of the one-minute intervals
extracted in genetic algorithms and an output layer with a softmax activation
function, this function in mathematics field, especially in probability theory,
softmax function is considered the generalization of logistics function [17]. Its
mathematical expression is given by Equation 9.

φ(j, T1, .., Tn) = φjk =
exp(Tj/k)∑n
j=1 exp(Tj/k)

k > 0 (8)

Softmax function has characteristics of nonlinear, monotonicity and bound-
edness. [15].

3.5 Validation

Evaluation of the results obtained was carried out in the validation stage through
a ROC curve-based approach. ROC curve has been widely used to measure or
visualize a classifier’s performance in conjunction with AUC value to select a
suitable operating point, called as decision threshold [4].

Simplest way to calculate AUC is through trapezoidal integration, shown in
Equation 10.

AUC =
∑
i

(1 − βi ·∆α) +
1

2
[∆(1 − β) ·∆α] (9)

More significant measures can also be extracted to have certain performance
criteria, such as precision, which refers degree to which the result of a calculation
adjusts to correct value, shown in equation 10.

accuracy(1 − error) =
Tp+ Tn

Cp+ Cn
(10)

Where Tp are true positives, Tn are true negatives, Cp are truly positive,
and Cn are truly negative.

Accuracy of a classifier depends on the ratio between number of targets
correctly detected and all detected targets, known as precision, and ratio between
number of targets correctly detected and all true targets, known as recall as
shown in Equations 12 and 13.

precision =
Tp

Tp+ FP
(11)
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recall =
Tp

Tp+ FN
(12)

Where FP is false positive and FN is false negative.
Since precision and recall are both necessary for evaluating detection capa-

bilities of an algorithm, it is convenient to find a single measure that considers
both of them. One measure that combines both of them is the F1-score, which
is harmonic mean of precision and recall [1]. as show in Equation 14.

F1 =
precision · recall
precision+ recall

(13)

Since there are only two possible output values (healthy and depressive
episode) the results are presented using a confusion matrix that shows differ-
ence between predicted and real states.

4 Experiments and Results

After data preprocessing, For each participant, both control and condition, their
vector is extracted per day until completing 7 days that make up a week, it is
added to matrix A at the same time that its output value is assigned and it
continues with next participant until completing 55 participants that make up
the database of which there is a record, which multiplied by 7 days is equivalent
to 385 observations and 1440 characteristic.

This is how data set is established for this work, where a better management
and understanding of information is allowed for following processes.

One of the benefits of Galgo is that it is very easy to create new methods
based on the vast methods available. This can be attained by using parame-
ters classification.method = ”user”, and classification.userF itnessFunc (a
classification method based on logistic regression was specified, ). However, the
function specified there must follow certain rules.it must receive five parame-
ters, chr which receive genes (one-minute intervals), parent which receive the
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BigBang object, tr which receive training samples, te which receive test and
result which receive 0 for class prediction and 1 for accuracy. Additionally, a
MaxBigBangs object is configured that will store 1000 chromosomes (maxSolu-
tions = 1000) for 500 generations with an accuracy of 95 % (goalFitness = 0.95).
Other parameters define name of the saved object that is created and frequency
of saving results in a file (saveFrecuency = 5). Finally, stored object has most
relevant characteristics or one-minute intervals with greatest stability for a clas-
sification model are: 15:43, 15:41, 12:11, 07:25, 15:40, 7:29, 12:15. Using these
characteristics instead of using all features allow provide relevant information
for medical personnel about the time intervals in which a person may suffer an
episode of depression. On engineering side is to perform application procedure
of neural nets more efficient since it implies less time and less computational
cost, this because development of a neural net with all the characteristics could
imply to implement a greater number of layers and therefore it would take more
processing time. Reasons for the use of GA is randomity as an essential role since
both selection and the reproducibility need random procedures, also an impor-
tant point to consider these algorithms as a feature extraction technique in this
research work is that it always they consider a population of solutions and lastly
is the ease they have to find a global optimum. It is essential to mention that
GAs can be modified for different problems and in this sense they have another
advantage over other methods of feature extraction.

Results obtained from deep neural network that had better performance after
performing the preprocessing and extraction of characteristics were validated
using parameters such as sensitivity and specificity shown in DNN confusion
matrix in Table 1. Where of the 385 observations, 270 equivalents 70% were used
to train neural nets and 115 equivalents 30% were used as tests where, 40 test
participants were classified as control or healthy (TP ) and 53 with an episode of
depression or condition (TN), in addition 8 participants as false positives (FP )
and 14 as false negatives (FN).

Table 1. Matrix of confusion of the classification of patients based on DNN

Control Condition

Control 40 8
Condition 14 53

In Table 2. It can be seen that in each of comparative validation metrics
(Accuracy, AUC and F1 Score), of neural nets implemented, DNN obtains best
performance compared to ANN for detection of depression in patients, since their
index is higher in each of these metrics.
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Metrics DNN ANN

Accuracy 0.808 0.739
AUC 0.805 0.744

F1 Score 0.828 0.761

Table 2. Comparison table of the performance of neural nets implemented to detect
episodes of depression.

Area under the curve (AUC) has ability to differentiate patients from each
other; This means that among the 115 test patients, 40 were diagnosed as healthy
and 53 with an episode of depression correctly, equivalent to 80.8 % accuracy in
test data set using deep neural nets. Same type of AUC validation metric was
applied to each of models generated by neural nets (ANN and DNN), as shown
in Figure 2.

Fig. 2. Comparison of the ROC curves of different models generated by neural nets.

Although, it is known that other automatic learning techniques yield quite
solid results at the time of classification, but here we intend to know behavior
of neural nets at the time of processing people’s motor activity, since ANN are
very good when it comes to complex problems such as image classification, speech
recognition, etc.

5 Conclusions and Future Work

Artificial intelligence techniques such as artificial neural networks, supported by
genetic algorithms, allowed efficient generation of a model with a degree of 80
% precision, through a reduced number of characteristics that present useful
information to better understand depression as a disease every more and more
frequent in society.
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Therefore, it is possible to conclude that the methodology proposed in this
work allows automatic detection of depression through a DNN with significant
precision, from a set of seven characteristics obtained from physical activity of
patients. In this way, preliminary development of an assisted diagnostic tool is
presented that can help reduce the high rates of error in the diagnosis of this
disease, in addition to reducing its high prevalence and also offering adequate
and timely treatment.

As future work, it is proposed to increase number of subjects in the exper-
imentation to obtain a more balanced data set that generates greater diversity
and obtain more robust results. Apply more complex validation methods such
as Wilcoxon Signed Rank Test non-parametric test that allows obtaining a dif-
ferentiation parameter between two samples proposed in this work (control and
condition). In addition, it is proposed to include a features extraction stage where
different methods are compared to find out which is better for contribution in
detection of episodes of depression. Finally, it is also proposed to make a com-
parison between the approach established in this research and others approaches
mentioned that are based on statistical variables of the same reference data.
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